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Abstract—The Langevin formalism provides an effective
stochastic description of the self-diffusion process in viscoelastic
granular gases. In the limit of slightly inelastic particle collisions,
one can employ a quasi-equilibrium approximation to obtain
scaled Brownian motion characterizing the single-particle trajec-
tories. Such effective single-particle descriptions allow the quick
generation of particle trajectories without requiring to run full
molecular dynamics simulations or tracking experiments. Here,
we extend the Langevin approach to charged granular gases,
introducing a velocity-dependent dynamical friction coefficient.
We find a speed dependence u−3 at high speeds deduced from
Coulomb scattering theory that is similar to the dynamical fric-
tion coefficient found for plasmas and collisionless star systems.
Comparison with molecular dynamics simulation data shows
that the computed friction coefficient agrees with the theoretical
form with fitted parameters. Using our theoretical expression,
we discretize the Langevin equation and numerically model the
predicted particle trajectories with a modified Euler-Maruyama
algorithm. Both the molecular dynamics and Langevin approach
show from the mean-square displacement that the charged self-
diffusion process is slightly more subdiffusive compared to the
neutral case.

I. INTRODUCTION

Granular materials are ubiquitous in nature and industry.
Undoubtedly the most familiar example is sand, which exhibits
interesting behaviour characterstic of both liquids and solids
[1]. In Space, interstellar clouds, planet rings [2] and planetary
formation in protoplanetary disks all involve granular matter
dynamics. A particular class of granular materials are granular
gases, analogous to molecular gases in that the typical inter-
particle spacing exceeds particle size. It forms a fundamental
model system for collective non-equilibrium theory [3]. The
defining property of granular gases is the inelastic collision
interaction, as opposed to elastic collisions in molecular gases.
Physically, internal microscopic degrees of freedom of the
particles are ignored on a mesoscopic scale leading to energy
dissipation. Realistic models incorporate a velocity-dependent
restitution coefficient, called viscoelastic granular gases. Such
systems exhibit density instabilities leading to clustering [4, 5],
which is in stark contrast with molecular gases. Macroscopic
fluxes generally appear as clusters form [6]. Dissipation also
leads to continuous reduction of the total kinetic energy of the
granules referred to as cooling, keeping the system away from
thermal equilibrium. Furthermore, violation of ergodicity in
the Boltzmann-Khinchin sense, as well as ageing, are observed
for these models [7].

The Langevin formalism has been applied to study self-
diffusion in granular gases, resulting in scaled Brownian
motion (SBM) [8]. This is a non-stationary stochastic process
which shows properties as non-ergodicity and ageing [9]. In
the limit of small inelasticity, kinetic theory [6] predicts similar
results for mean-squared displacements (MSD) and other

correlations related to single-particle trajectories. Molecular
dynamics (MD) simulations corroborate this observation and
results for ensemble- and time-averaged MSD agree very
well with the theoretical results as shown in literature [7, 8].
Finding such a Langevin equation describing the self-diffusion
allows one to compute quantities related to single-particle
statistics very quickly without resorting to expensive MD
simulations.

An interesting extension of the above granular gas model is
to include electric charge on the granules. Unlike its neutral
counterpart, the dynamics and collective behaviour of charged
granular gases are not yet well understood. Materials brought
in contact may lead to charge transfer, referred to as tri-
bocharging, and even identical materials can mutually transfer
charge [10]. Collisional charging is not well understood and
depends on many factors such as surface roughness and shape
[11], but is an integral part of the model responsible for
the acquisition of charge. It is possible that the resulting
electrostatic interactions play a fundamental role in the early
stages of planetary formation [12], and the formation of
lightning in various circumstances [13, 14] is directly related
to these charging processes. The range of the Coulomb interac-
tion between charged granules means that particle trajectories
between collision events will no longer be ballistic. This
prevents the use of event-driven MD simulations and one has
to resort to the full integration of the equation of motion.
Experimental studies [15, 16] on real-life realization of such
granular systems show collide-and-capture events, as well as
orbital motion characteristic of 1/r potentials.

In this study, we formulate a Langevin approach to the
charged granular gas and find a velocity-dependent dynam-
ical friction coefficient. Theoretical predictions based on
Coulomb scattering produce similar expressions known in
plasma physics, which we compare with computed values of
the dynamic friction coefficient from MD simulations. For the
range of velocities available, the MD simulations agree with
the functional form derived from first principles. The Langevin
equation was discretized into a finite difference equation for
computation, which allows comparison of the single-particle
trajectories predicted by the Langevin approach with the MD
trajectories. There a more subdiffusive behaviour is observed
for the charged model, which agrees qualitatively with MD
results.

II. ANALYSIS

A. Langevin equation

The self-diffusion of a tracked particle can be described
using Newton’s equation, with the force term interpreted as a
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stochastic variable
m
d2r

dt2
= F(t) (1)

where F(t) represents all the forces (contact and ranged
Coulomb interactions) the tracked particle experiences. As part
of the Langevin formulation, we assume that the surrounding
gas represents a homogeneous and isotropic medium. In the
reference frame of the tracked particle however, the surround-
ing is still homogeneous but no longer isotropic; particles
move with a net drift velocity −u. This breaks the isotropy
and a term along the direction of velocity is expected in F(t).
As the system evolves, all the collisions and interactions wash
out the initial condition u0 of a particle. Combined with this
notion, we decompose the force respectively into a systematic
damping and a stochastic part

F(t) = −γ(u, t)u + ξ(t) (2)

Note that this decomposition is consistent with the ensemble
average 〈F(t)〉 = 0. 〈γ(u, t)u〉 is still zero as γ(u, t) depends
only on speed in this model, and for a given speed u can still
point in any direction. There is no preferred direction for ξ(t).

It is possible to obtain γ using 〈u(t)ξ(t′)〉u = 0 (which
holds for any {t,t′} since ξ(t) is random) from the inner
product with (2)

γ(u, t) = −〈u(t) · F (t)〉u
〈u(t) · u(t)〉u

(3)

where the ensemble average is restricted to particles with speed
u. Note the denominator will be trivially equal to u2(t).

The stochastic force or noise term is taken to be white and
Gaussian with its defining autocorrelation

〈ξ(t) · ξ(t′)〉 = Γ(t)δ(t− t′) (4)

which for Brownian motion is justified by the collision
timescale τc � τobs, the observation timescale. In the case
of self-diffusion, τc is not necessarily much smaller as the
masses of the colliding particles are equal now, and it is
not a priori clear whether the noise is white and Gaussian.
However for white noise, the exact probability distribution
should not matter as adding up independent noise impulses
over a sufficiently long observation timescale tends to a
Gaussian process by the central limit theorem.

B. Neutral granular gases

For three-dimensional granular gases, we define the temper-
ature

3

2
T =

1

2
m〈u2〉 (5)

which is directly proportional to the second moment of the
velocity distribution. The definition of the granular gas tem-
perature effectively sets kB = 1 as now temperature has units
of energy. Due to the dissipative nature of the collisions it can
be shown [6] that this quantity decreases in time according to
Haff’s law

T (t) = T0(1 + t/τ0)−5/3 (6)

for viscoelastic gases. One can therefore identify two
timescales τv = m

γ and τ0, which are the velocity relaxation

and cooling time respectively. If τ0 � τv = m
γ so the

timescales are well separated, the gas will evolve adiabatically.
This means that at each point in time the granular gas is in
local equilibrium at temperature T (t), i.e. the change in T (t)
is slow enough for the gas to attain quasi-equilibrium.

Assuming γ(u, t) = γ(t) and using the fluctuation-
dissipation relation in 3D which holds for white noise and
adiabatic evolution due to quasi-equilibrium

Γ = 6Tγ (7)

we obtain scaled Brownian motion using Haff’s law for T (t)
and the self-diffusion relation γ ∝

√
T [6, 17]. The resulting

Langevin equation with time-dependent coefficients has been
computed [7, 8] and shows very good agreement with event-
driven neutral granular gas MD simulations.

C. Coulomb interactions

Charged granular gases involve long-ranged Coulomb in-
teraction, which complicate matters as the particles no longer
travel in ballistic trajectories between contact collisions. One
therefore cannot use event-driven simulations, and it is a priori
not clear whether a Langevin approach could work at all. The
ranged correlations introduced by Coulomb interactions may
require us to generalize the Langevin equation to coloured
noises, work with a speed-dependent γ, or redefine the damp-
ing term with a memory kernel [18]. Figure 3 shows from MD
force data that relation (4) holds well even in the charged case
for our observation timescale, which rules out the need for a
coloured noise term approach.

Our simulations use stochastic charge exchange as described
in [19], where it is shown that the charge distribution of gran-
ules becomes stationary very early on during the evolution,
albeit with fluctuations. Therefore, a reasonable place to start is
Coulomb scattering. Let us consider two particles with initial
velocities v1 and v2, and post-scattering velocities v′1 and
v′2. The incoming velocities are assumed to be uncorrelated
which is analogous to the molecular chaos hypothesis in the
Boltzmann equation for dilute molecular gases [20]. From
classical Coulomb scattering with scattering angle χ′, impact
parameter b and unperturbed incoming speed v∞ of the first
particle with charge q1 as viewed in the frame of the second
scatterer particle

cot

(
χ′

2

)
=
µbv2
∞

A
= a(b)v2

∞ (8)

where A = q1q2/(4πε0) and µ = m/2 is the reduced mass of
the first particle. In this frame standard scattering coordinates
(b, φ) describe the process [21].

Because v∞ is the speed in the scatterer’s frame, we can
relate it to the lab frame where the scatterer velocity is v2

through a Galilean transformation v1 = v∞+v2. By definition
of the granular gas temperature (5) and the above assumption
of uncorrelated velocities one obtains

〈v2
∞〉2 = v2

1 +
3T

m
(9)

where 〈〉2 denotes the ensemble average over all the scatterer
particles, for some given v1. What this equation tells us is
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that the interaction with a generally moving background of
scattering particles tends to increase v∞ compared to v1 due
to the random thermal motion.

To proceed analytically, we could introduce an effective
stationary background of fixed charges which captures the
interaction with the true charged gas. By setting v′2 = v2 = 0
one obtains the scattering angle in the lab frame χ = χ′. It can
be immediately deduced that the change in velocity parallel to
the incoming direction, denoting u = v1 = v∞, is

∆u‖ = u[cos(χ)− 1] = −2u[1 + a2u4]−1 (10)

For this setup, the ensemble-average is now over the random
scatterers like in (9) for a given incoming particle with velocity
u, since we want to determine the dynamical friction it
experiences. 〈∆u⊥〉 is zero due to the random angle φ, and this
leads to a systematic drag force parallel to the initial velocity

m

〈
∆u‖

∆t

〉
= m

∆x

∆t
n

∫ 2π

0

dφ

∫ bmax

bmin

b db
−2u

1 + a2u4
(11)

which we identify as −|γu|. The charge in general is dis-
tributed continuously and is problematic for obtaining an
analytic expression in the ensemble average. Instead, we
take a mean-field approach and treat each scattering process
with the ensemble-averaged charge q = 〈q2

i 〉1/2, leading to
A = q2/(4πε0) in expressions (11) and similar. n is the local
density and n∆x/∆t = nu so that it represents the incoming
flux of particles onto the scatterer. One can integrate the above
expression to obtain

γ =
4πA2n

mu3
ln

[
1 + a2

maxu
4

1 + a2
minu

4

]
(12)

The integral over the impact parameter contains finite cutoffs
in the integration limits, to prevent the integral from diverging.
By modeling many-body Coulomb collisions as a succession
of binary Coulomb collisions, one needs to introduce such
cutoffs familiar to plasma physics [22]. Physically, the impact
parameter cutoffs are related to the granule size and spacing.

Defining the Debye length and plasma frequency

λD =

√
ε0T

nq2
, ωp =

√
nq2

ε0m
(13)

respectively, we obtain

γC(u, t) =
ωpm

4πnλ3
D

ln[Λ(u)]

(
T

mu2

)3/2

(14)

where we have defined the speed-dependent Coulomb integral

Λ(u) =
1 + a2

maxu
4

1 + a2
minu

4
(15)

Note that T is the temperature as defined in (5). In fact
(15) is very similar to the dynamic friction coefficient in
plasmas [23], but we have worked through the exact Coulomb
scattering to obtain a well-defined expression for all u. In
gravitational systems such as a dilute collection of stars, the
1/r potential leads to a similar expression for the dynamical
friction experienced by a test mass [24]. The signed nature

of Coulomb interactions does not qualitatively change the
behaviour.

For speeds u � ( 〈q2〉
4πε0dm

)1/2 the deflections by Coulomb
interactions will be negligible and the rate of contact collisions
dominates, hence we expect a similar friction coefficient to the
neutral gas, γN (t) = γ0(1 + t/τ0)−5/6 [8]. This observation
suggests the following form

γ(u, t) = γC(u, t) + γN (t) (16)

and represents our theoretical prediction for the speed-
dependent friction coefficient. Note in the u → 0 limit
γC → 0 and the neutral gas coefficient is recovered again.
This intuitively makes sense as now deflection angles are large
and repulsive interactions act effectively as contact collisions.

III. METHODS

A. MD simulations

The granular gas MD simulation follows the model in [19]
for viscoelastic collisions with ranged Coulomb interactions.
Hertzian elastic contact forces as well non-linear dissipative
contact forces are considered [25, 17]. The force of particle j
on particle i has magnitude

FNij =

(
k1x

3/2
ij − k2x

1/2
ij

dxij
dt

)
nij (17)

in the direction nij = (ri−rj)/|ri−rj |. Here xij = d−|ri−
rj | denotes the compression between two colliding spheres,
and the positive constants k depend on system parameters.
Due to their contact nature, the forces only act when xij > 0.
The exponents above can be corroborated with dimensional
analysis [6]. To minimize finite-size effects, periodic boundary
conditions are imposed meaning the system has infinite copies
along each Cartesian axis. The Coulomb force

FCij = ke
qiqj

(ri − rj)2
nij (18)

is computed using the Ewald summation technique [26] which
splits the sum into real and Fourier space parts to capture both
short and long range effects accurately. Initially, particles start
without any charge but the collisional charging mechanism
based on empirical observations from [11] causes charge build-
up, with the restriction of overall charge neutrality. Charge
transfer is modelled to be proportional to some power of the
relative kinetic energy

qi→j ∝ ±
[
meff

2

(
dxij
dt

)2]κ
(19)

with stochasticity introduced in κ and the proportionality
constant. Note qj→i = −qi→j . The overall code used for
integration of the equation of motion is optimized to run
on parallel graphics processing units (GPUs) and written in
CUDA C. For a detailed description of the model employed,
see section II in [19].

In MD simulations all numerical output data is in units of
the reference quantities m, tref , d, vref = d/tref and qref
respectively. Note that the Coulomb coupling ke = 1/(4πε0)
is for the electric permittivity in free space.
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Quantity Value
mass m 1.52 · 10−4 kg
temperature T0 1.0 · 100 J
diameter d 4.78 · 10−3 m
Coulomb coupling ke 8.98 · 109 F−1 m
viscoelastic factor A 1.86 · 10−6 s

material/geometric constant ρ 1.75 · 109 Pam1/2

vref 8.12 · 101 ms−1

tref 5.88 · 10−5 s
qref 5.16 · 10−6 C

TABLE I: Granular gas input parameters.

The (small) inelasticity is modeled here as

ε = 1− C1κ
2/5Ag1/5 +O(A2κ4/5g2/5) (20)

which can be justified by dimensional analysis [6]. g is the
normal component of the relative impact velocity at the time
the particles start touching. Here all colliding particles have
identical radii and masses. κ = (3/2)5/2(2 ρ

m ) where ρ is

ρ =
Y
√
d

3(1− ν2)
(21)

containing material parameters Young’s modulus Y and Pois-
son’s ratio ν.

From the kinetic theory of neutral viscoelastic gases [6] one
can estimate for small inelasticities the cooling time

τ−1
0 =

64π
1
2

5

(
3

2

) 3
5

Aq0d
2n

(
T0

m

) 11
10
(

2ρ

m

) 2
5

g2(d) (22)

where g2(d) ≈ 1 is related to the two-particle correlation
function and q0 ≈ 0.173 a value related to kinetic integrals. It
is then calculated that τ−1

0 = 5.6 · 103 with parameters values
from Table I. In terms of MD simulation time, τ∗0 = τ0/tref =
3.0 in this case.

B. Computation of the friction coefficient

Equation (3) provides us with a method to estimate the
numerical value of γ(u, t) from our MD simulation data. By
computing the speeds of all particles and ordering them into
bins corresponding to sufficiently small speed intervals, the
speed-restricted ensemble average can be performed over the
bin size. To study potential power law relations between γ and
u a log-log plot is used. The corresponding intervals of speed
were thus taken to scale exponentially. Based on the theoretical
prediction (14) a plot against u/σu could be fruitful, so we
bin the speed according to boundaries ui = kiσu for integer
i and some constant k which results in a sufficiently fine
partition of the log(u/σu) axis. Due to finite ensemble size
in our simulation, k should not be too small as fluctuations
will become more dominant in each bin. To retain statistically
reasonable results, only bins with more than 1

10 of the highest
bin frequency were plotted. We have now discretized (3) into

γ(ui, t) ≈ −
〈u(t) · F (t)〉ui<u<ui+1

〈u(t) · u(t)〉ui<u<ui+1

(23)

and this can be computed at various times to study its time
evolution.

To model the theoretical expression (16) we need to com-
pute it. Analytically, γC will tend to zero at zero speed but

numerical computations may have issues with this limit at very
small speeds. We thus Taylor expand in the very low speed
limit in our numerical evaluation of γ(u, t). The computational
form used for γC(u, t) is

γC = H

(
3T

m

) 3
2

(Cmax − Cmin) · u, Cmaxu
4 ≤ Cc

γC = H

(
3T

mu2

) 3
2

ln

[
1 + Cmaxu

4

1 + Cminu4

]
, Cmaxu

4 > Cc

(24)

where we introduced new constants to characterize the func-
tion. Cc was chosen to be 10−10. In principle the parameters
H , Cmax and Cmin can be deduced by fitting to computation
of (23) as shown in Figure 2.

From these results, we see our MD gas should be evolving
adiabatically, since τ0 � τv = m

γ holds for computed values
of γ. τ0 is taken to be the value deduced by fitting in Figure 2.

C. Finite difference equation

To numerically solve the stochastic Langevin equation a
finite difference approach is used similar to [27]. We discretize
equation (1) using the following definitions with ∆xn =
xn+1 − xn and a fixed time interval ∆t = ti − ti−1

dx(t)

dt
→ ∆xi−1

∆t
=
xi − xi−1

∆t
d2x(t)

dt2
→ ∆xi−1 −∆xi−2

(∆t)2
=
xi + xi−2 − 2xi−1

(∆t)2

(25)

which is consistent with the non-anticipatory nature of the
stochastic process. Note it is an implicit algorithm in ∆xi
making it numerically stable for large γ values.

To discretize the white Gaussian noise we employ the
approximation

∫ ti+∆t

ti
dt′ξx(t′) ≈ ξx,i∆t and apply it to (4)

to see that 〈ξx,iξx,j〉(∆t)2 = Γ(ti)δij∆t which allows us to
identify ξx,i with a normally distributed random variable

ξx(t)→ ξx,i = N
(

0,
Γ(ti)

∆t

)
=

√
Γ(ti)

∆t
N (0, 1) (26)

In order to make the discrete equation tractable we use a
slightly different definitions for the speed in γ(u, t)

u(t)→ [(∆xi−2)2 + (∆yi−2)2 + (∆zi−2)2]1/2

∆t
(27)

which allows us to solve components at i in terms of i − 1
and i− 2 components leading to the recursion relation

xi =
(α+ 2)xi−1 − xi−2 + β ∗ N (0, 1)

α+ 1

α =
γ(ui, ti)∆t

m
, β = (∆t)

3
2

√
Γ(ti)/m

(28)

which is our final finite difference equation. The same results
hold for y and z components. It is essentially the Euler-
Maruyama integration algorithm [28], which allows a consis-
tent treatment of the noise term ξ(t).

To obtain reasonably accurate numerical solutions, the time
step ∆t should be smaller than τv = m

γ which represents the
timescale over which initial conditions in velocity decay away.
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Lastly, the initial conditions used for the particles is starting
at the origin with zero velocity. To contrast with the MD
simulation model, the gas is initialized by computing a neutral
elastic evolution to attain an equilibrium Maxwell distribution
in velocity space and a homogeneous space distribution before
the start of data extraction.

IV. RESULTS

In this study, our results are grouped into two classes: MD
simulation results and computation of the finite difference
equation. To compare the two results we iterate here that the
MD output data is dimensionless as explained in section III
with reference quantities given in Table I. For example the
dimensionless time quantities t∗ = t/tref , using the ∗ to
denote these quantities. Correspondingly, we can derive from
dimensional analysis the following relations for the friction
coefficient and the granular temperature

γ∗ = γ
tref
m

T ∗ = T
t2ref
md2

(29)

In the following figures of this section for notational conve-
nience, all quantities have numerical values in these dimen-
sionless system of units to allow direct comparison of the MD
and finite difference computation results. All quantities should
be interpreted as the starred quantities.

One key quantity computed was the ensemble-averaged
mean squared displacement (MSD)

〈R2〉 = 〈(x(t)− x0)2〉 =
1

N

N∑
i=1

[x(i)(t)− x(i)(0)]2 (30)

with x(i) the single-particle trajectory for particle i. Increasing
the ensemble size will reduce fluctuations and lead to smoother
MSD functions.

A. MD simulations

Four independently initialized MD simulations in three
dimensions for the charged gas and six for the neutral gas
were run, each with N = 50016 particles. The box length is
Lcell = 70. This allows us to compute properties of the gas
from a large particle ensemble, reducing fluctuations in the
results. In a similar fashion, we can calculate other ensemble-
averaged quantities as the granular gas temperature using the
single-particle trajectories.

1) Generalized friction coefficient: Computation of (23)
shows that

γ∗(u, t) ≈
(
C

(
u

σu(t)

)−3

+ γ∗∞(t)

)
(31)

for some time-independent constant C and some time-
dependent asymptotic high speed value γ∞(t). Figure 2 shows
the computed values as scatter points. The bin size is such
that the speed axis was divided into 10 equal segments on the
log plot. Indeed, the u−3 dependence predicted by Coulomb
scattering and known for plasmas [23] supports our approach
in section II. For neutral gases, speed independence of γ seems

to agree with most computed bins as expected, although the
low velocity tail does show a similar relation to the charged
gas. However, we need to be careful as the number of particles
in the speed regimes at the tail of the distribution are lower
and the results are much more prone to fluctuations.

Fig. 1: Ensemble-averaged MSD against time from the MD data for
the granular gas, with power laws fitted to indicate time scalings. The
long time power laws were fitted to the last 6 data points, and the
more precise expression for the neutral power is 139

1000
.

The constant C =
trefH
m ln[Cmax

Cmin
] when compared to (24),

since we are in the high u limit where Cmaxu
4 � 1.

Comparison with MD data in Figure 2 suggests C ≈ 10−5.
Also, the form γ∗∞(t) ≈ 10−1(1 + t/τo)

−5/6 holds as time
evolves, although with relatively large fluctuations originating
from the reduced particle numbers at the high-speed tail. This
result supports the previous intuitive deduction for the high
speed limit of γ. Additionally, the lack of very low-speed
particles means the region around the presumed peak of γ
has not been accessed. Cmax/min, which shift the peak, are
therefore not determined by these results. Compared with the
theoretical form (16), (31) is compatible and implies ωpm

nλ3
D

is a constant in time, at least for the observed time frame.
Additionally in this high u limit ln[Λ(u)] ≈ 2 ln[amax/amin],
which is a constant independent of u/σu, seems to hold for
the range of computed scatter points.

2) MSD: From the observed long-time MSD from MD
simulations, charged granular gases seem to have a slightly
more subdiffusive character than neutral gases (∝ t1/8 rather
than ∝ t1/6, although in Figure 1 the neutral long time
exponent seemed to be around 1

7 ). Note the ballistic regime
was not observed in our time frame.

3) Noise properties: Computing (4) for our MD data shows
that the noise term is indeed well-approximated by white
noise in charged gases, at least for our observation timescale.
The delta correlation in (4) is idealized and was observed
in Figure 3 as a sharp peak in simulation where we have
discretized time. The same was observed for neutral gases
and that justifies computationally the use of white noise in
the Langevin approach as done in [8]. Note that to compute ξ
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Fig. 2: Computation of (23) from the charged gas MD data at various times t shown as scatter points. The theoretical fit (24) is depicted
by the green dashed line. Scatter points fluctuate in time about the fitted curve, but overall there seems to be a consistent agreement for the
available speed range. Fluctuations in time are conveyed through plotting scatter points taken from data at t± 1 and t± 2. Crosses represent
data at the given time t. Note that t and gamma in the plot are in dimensionless simulations (starred) units. The parameters used for the
fit are τ0 = 3.0, γ0 = 10−1, Cmax = 1012, Cmin = 104 and H = 10−5 ln(Cmax/Cmin).

from (2) we use the speed-dependent γ from (24) with fitted
parameters as shown in Figure 2 for the charged case. Force
data were extracted every 1000 computation steps, which
corresponds to output every integer time t∗ which coarse-
grained our results.

When looking at the total force split into Hertian elastic,
dissipative, and Coulomb as defined in (17) and (18), the cor-
relations between the components as well as self-correlations
show coloured behaviour. In particular, the Coulomb and
Hertzian elastic force become more negatively correlated as
the gas evolves. Remarkably, the stochastic noise term related
to the total force shows white noise characteristics discussed
previously as these correlations cancel each other out. The can-
cellation is not perfect though and leads to small correlations
around the peak in Figure 3.

From (4) it is expected that Γ(t) is proportional to the vari-
ance of the noise computed for the discretized MD simulation

data. Figure 4 shows the noise variance σ2
ξ ∝ (1 + t/τ0)−5/2

and again the same was observed for the neutral counterpart.
In the latter case, this result is consistent with the fluctuation-
dissipation relation (7) showing that indeed Γ(t) ∝ σ2

ξ (t).
The probability distribution characterizing the noise was

also estimated from the available MD force data at a given
time t, and it is not Gaussian. Instead, the form seems to be

Pξ ∝ exp

(
− |ξ|
aσξ(t)

)
(32)

where a is some constant which varies slowly with time.
4) Haff’s law: It is observed that Haff’s law 3

2T =
1
2mσ

2
u ∝ (1 + t/τ0)−5/3 holds well in both cases in our

MD simulations. This is intuitively expected as the charged
gas has zero net charge [19]. Figure 5 shows the data for the
charged case, where t∗ ≈ 1000 seems to deviate from the
prediction. This is due to the presence of macroscopic fluxes
[6] as clustering takes place.
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Fig. 3: Self-correlation of ξx(t) computed from MD data for the
charged gas. Note the very small correlations that develop around
the peak at later times.

Fig. 4: The variance of the noise term ξx(t) in the charged gas plotted
against time, defined as σξ(t) = 〈ξx(t)ξx(t)〉.

Fig. 5: The kinetic energy of the charged gas E = 3
2
T = 1

2
m〈u2〉

plotted against time, showing agreement with Haff’s law.

B. Finite difference equation

The ensemble size used in the finite difference equation is
N = 100 particles.

1) MSD time scaling: Our finite difference equation re-
duces to the neutral gas case when γC = 0 and computation of
the ensemble-averaged MSD shows results which agree with
established observations in literature [8]. In Figure 6 we indeed
observe this is the case for our integration scheme, validating
its accuracy for these set of parameters.

Fig. 6: Ensemble-averaged MSD against time, the coloured lines
represent power law scalings with time computed for the neutral gas.
Light blue is t2, red is t1, blue is t1/6, green is t1/8. The MSD seems
to tend to the t1/6 scaling. Parameters used have numerical values
of ∆t = 10−5, T0 = 1.0, m = 1.52 · 10−4, γ0 = 10−1, τ0 = 10−2.

Fig. 7: Ensemble-averaged MSD against time, the coloured lines
represent power law scalings with time. Light blue is t2, red is t1, blue
is t1/6, green is t1/8. The MSD seems to tend to the t1/8 scaling.
Parameters used had numerical values of ∆t = 10−3, T0 = 1.0,
m = 1.52 · 10−4, γ0 = 10−1 and τ0 = 10−2, Cmax = 1012,
Cmin = 103, H = 10−5 ln(Cmax/Cmin).

Turning on the charge interaction, the same was done with
results Figure 7, showing a more subdiffusive trend at long
times. To compare with MD simulations, we have rescaled the
input parameters and variables of the finite difference equation
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following the process in (29) to match MD input parameters.
The plot computed is shown in Figure 8. It does not agree
quantitatively with the MD plot Figure 1, but again it does
show the charged case is more subdiffusive.

Fig. 8: Ensemble-averaged MSD against time, the coloured lines
represent power law scalings with time. Light blue is t2, red is
t1, blue is t1/6, green is t1/8. The MSD seems to tend to the
t1/8 scaling, with a zoom in provided in the right bottom corner.
Parameters used had numerical values of ∆t = 10−5, T ∗

0 = 1.0,
m∗ = 1.0, γ∗

0 = 10−1 and τ∗0 = 3.0, Cmax = 1012, Cmin = 104,
H = m

tref
10−5 ln(Cmax/Cmin). The scaled parameters are defined

with respect to gas input parameters Table I.

2) Granular gas temperature: Another aspect of the
Langevin equation to check is the time dependence of the
temperature as defined in (5) which is shown in Figure 9 and
Figure 10, which correspond to the same data shown in the
MSD plots before. Indeed, it seems to agree with Haff’s law
meaning the second moment of the velocity distribution in
the Langevin model is reasonably comparable with the kinetic
theory.

Fig. 9: Ensemble-averaged granular gas kinetic energy E against time
t for the data presented in Figure 7. The blue fit is ∝ t−5/3 which
is the asymptotic limit of Haff’s law for neutral viscoelastic gases.

V. DISCUSSION

A. Adiabaticity

The adiabatic condition τ0 � m/γ in our MD simulations
is not necessarily satisfied for early times as one can check
with the gas parameters in Table I. It turns out that τ∗0 ≈ 3
whereas τ∗v ≈ 101 for γ = γN at t = 0 and this velocity
relaxation time will only get bigger at later times. However
lower speed particles have significant contribution from γC
and these will lower τv . For the corresponding neutral MD
gas, this observation of non-adiabatic evolution could explain
why we observed a slightly different long-time exponent in
Figure 1 compared to theory.

Fig. 10: Ensemble-averaged granular gas kinetic energy E against
time t for the data presented in Figure 8. The blue fit is ∝ t−5/3

which is the asymptotic limit of Haff’s law for neutral viscoelastic
gases.

B. Initial conditions

Our Langevin approach has different initial conditions
from the MD simulations. MD simulations start out with
a Maxwellian velocity distribution, whereas the Langevin
equation was solved with zero initial velocity. An initial
Maxwellian distribution of temperature T0 can be easily in-
corporated into the finite difference equation, and the results
had no effect on the long-term behaviour which is expected
as initial conditions are washed out over the timescale τv .

C. Relation with plasma physics

Usage of Coulomb scattering in deriving γ connects to
plasma physics, but this analogy has its limitations. Collide-
and-capture events observed in simulations as well as in real
granular systems [19, 15] suggest that the actual scattering pro-
cess involves compound particles rather than separate particles.
The charges and masses can therefore be different from the
single particle properties, and the constants in (14) and else-
where should be treated as effective constants. Highly charged
particles will tend to be surrounded by opposite charges and
thus these compound particles will have a suppressed overall
charge.
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As mentioned in section IV, ωpm

nλ3
D

seems to be time-
independent. These quantities do not necessarily refer to the
single particle properties as discussed in the above paragraph.
Physically, λD is the length scale over which Coulomb
interactions are shielded away significantly. This is derived
under the assumptions of thermal equilibrium so a Boltzmann
distribution holds, and small electrostatic energies compared
to thermal energy T [29]. From our simulation, the average
absolute charge and the Coulomb force magnitude seem to
remain reasonably constant (simulation time tend = 3000)
while the thermal energy decays. This expression therefore
ought to be interpreted with care.

Lastly, the approximation of a stationary scattering back-
ground needs to be taken with a grain of salt. Equation
(10) clearly shows that especially near thermal velocities, one
expects a significant influence from the thermal background
motion. In Figure 2 we have noticed the absence of particles in
the very low speed regime (below u/σu ≈ 10−2, and is likely
to be directly related. Our approach leading to the generalized
Langevin equation does not reduce the accessibility of low
speed regimes in itself.

D. Coulomb interaction strength

Future studies could investigate the dependence of γC on
the Coulomb interaction strength in our granular gas sys-
tem. Rescaling ke effectively modifies the charge exchange
strengths and correspondingly the ratio of the typical Coulomb
to the kinetic energy. A previous study [19] has noted that the
onset of clustering takes places earlier as Coulomb strength
is increased, but surprisingly it does not affect the average
cluster size growth exponent. Varying the Coulomb interaction
strengths could show interesting scaling behaviour of param-
eters, which in turn may elucidate more of the underlying
kinetic and collective processes.

VI. CONCLUSION

We generalized the Langevin approach for self-diffusion in
viscoelastic granular gases to describe single-particle trajec-
tories for charged granular gases. Our approach is based on
introducing a speed-dependent dynamical friction coefficient,
which also emerges in other systems with 1/r potential
interactions such as plasmas. MD simulations support the func-
tional form of the friction coefficient derived from Coulomb
scattering and the self-diffusion relation in viscoelastic gases.

Using the MD simulation data, we have also shown agree-
ments with the white noise assumption (4) and the fluctuation-
dissipation relation (7) used in the Langevin approach for
neutral gases.

The finite difference equation provided a discretization of
the resulting Langevin equation, which was numerically solved
for single-particle trajectories. From there, the ensemble-
averaged mean square displacement was computed and indi-
cated slightly more subdiffusive behaviour in the long time
limit for the charged case compared to the neutral gas.
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